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Understanding the spatial organisation of the genome in the cell nucleus is one of the
current grand challenges in biophysics. Certain biochemical – or epigenetic – marks
that are deposited along the genome are thought to play an important, yet poorly
understood, role in determining genome organisation and cell identity. The physical
principles underlying the interplay between epigenetic dynamics and genome folding
remain elusive. Here we propose and study a theory that assumes a coupling between
epigenetic mark and genome densities, and which can be applied at the scale of the
whole nucleus. We show that equilibrium models are not compatible with experiments
and a qualitative agreement is recovered by accounting for non-equilibrium processes
which can stabilise microphase separated epigenomic domains. We finally discuss the
potential biophysical origin of these terms.

Establishing distinct and inheritable cellular identities
in different tissues is crucial to the existence of complex
multi-cellular organisms. Because all cells contain the
same DNA, cellular fate cannot be directed by genetic
cues alone. Instead, tissue-specific 3D genome organi-
sation [1] and biochemical (also called epigenetic) pat-
terns [2] are thought to be key regulators of cellular
fate [3]. Epigenetic patterns are composed of biochem-
ical marks on DNA and histones – the proteins which
package DNA into chromatin [4] – and can be deposited
or removed by a range of specialised proteins [2] often
recruited by complexes such as RNA polymerase [5] and
Polycomb Repressive Complex (PRC) [6].

Investigating the interplay between genome organisa-
tion and epigenetic patterns can shed light into the mech-
anism underlying cell fate decision [7, 8]. To study the
dynamics of epigenetic patterns, Ising-like models have
been proposed in the biophysics literature [9–14]. Yet,
the genome is poorly represented by a 1D array of Ising
spins. Instead, it is a fluctuating polymer which can as-
sume distinct spatial organisations in 3D and also in re-
sponse to stimuli [15, 16] and epigenetic cues [3].

In this Letter, and the companion paper [17], we aim
to analyse the link between chromatin large-scale or-
ganisation and epigenetic dynamics by using models for
chromatin folding inspired by the physics of magnetic
polymers [18]. We study a Landau-Ginzburg field the-
ory where the dynamics of epigenetic marks is linked to
that of genome folding within the nucleus. Our theory
considers a 1D chain of Potts-like spins which is allowed
to fluctuate in 3D. It markedly departs from previous
works [19, 20] as we formalise and study a theory for the
epigenomic organisation of a whole eukaryotic nucleus
and investigate how non-equilibrium processes affect its

thermodynamics and kinetics.
We show that while an equilibrium theory for epige-

nomic organisation captures some features seen in vivo,
such as segregation of different epigenetic marks, it fails
to explain the experimentally observed coexistence of di-
verse epigenetic and genomic domains in eukaryotic nu-
clei [2, 21]. In light of this we then propose a non-
equilibrium field theory accounting for generic energy-
consuming biochemical and biophysical processes in the
nucleus. We discover that a simple first-order reaction
leads to arrested (and tunable) phase separation of epige-
nomic domains, in qualitative agreement with experi-
ments [21]. Alongside our theory, we show results from
large-scale 3D Brownian Dynamics (BD) simulations of
(non-equilibrium) magnetic polymer melts. Besides val-
idating our field theory, they also represent a key step
towards a more realistic non-equilibrium polymer model
for genome organisation with dynamic epigenetic marks.
Model – Epigenetic marks are biochemical (e.g.,

methyl) groups, that are transiently deposited on his-
tones or DNA. Albeit a slew of modifications exists [4],
it is typical to consider a generic situation in which two
classes of epigenetic states may be present on a given
chromatin segment, marking either transcriptionally ac-
tive or silent DNA [2][22].

Specific protein complexes can bind and bridge ge-
nomic segments bearing the same marks [23–25] while
others are known to deposit biochemical groups [26]. Im-
portantly, evidence suggest that some of the complexes
depositing a given epigenetic mark also contain protein
domains which can bind the same mark [2, 9] (an ex-
ample is PRC [19, 27]). This read-write mechanism sets
up a positive feedback loop which is here captured by a
“ferromagnetic” interaction tending to align 3D proximal
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Potts spins – here playing the role of epigenetic marks –
or to bring them together when already aligned [17].

We describe the system with two fields n(x, t) and
m(x, t) – the density and “magnetisation” fields. The for-
mer records the local genomic density at a given spatio-
temporal location, the latter the local abundance of a
given epigenetic state. These fields should be inter-
preted as local averages over a volume element centred
in x, large enough to smooth out microscopic fluctu-
ations. Since the total DNA mass is constant during
most of the cell cycle, we assume that the mean density
n0 =

∫
dxn(x, t)/V is conserved. A generic Landau-

Ginzburg free energy density describing this model is

βfnuc = am2 + bm4 + cn2 + dn3 − χm2n . (1)

The rationale behind Eq. (1) is that it must respect the
Z2 symmetry of the magnetisation field (active/inactive
chromatin [22]) and it must describe the behaviour of
the density field via a standard virial expansion for non-
ideal gases [28] so that, for m = 0, the ground state
is a nucleus homogeneously filled with DNA. Hereafter
we set a = b = c = d = 1 unless otherwise stated,
thereby suppressing phase transitions driven by any of
the two uncoupled fields. The key coupling term, χm2n,
is chosen to model the feedback between chromatin fold-
ing (n > 0) and epigenetic ordering (m2 > 0). In this
respect, χ can be thought of as parametrising the self-
attraction of equal epigenetic marks, which is mediated
by bridging proteins [23, 24] such as HP1 [29, 30], poly-
merases [31] and transcription factors [32]. Models imple-
menting this coupling in single chromosomes have been
developed in the literature [19, 20, 33–35] but no exten-
sion to the full nuclear scale has been proposed yet. For
simplicity, Eq. (1) neglects the polymeric nature of chro-
mosomes, which is instead clearly captured in the BD
simulations (see also SI and Ref. [17]), and also interac-
tions with the nuclear envelope (lamina) [36–38].
Equilibrium Thermodynamics – We seek to ther-

modynamically characterise the theory in Eq. (1) first
by finding an m minimising the free energy for a given
n, and then by using the common tangent construction
to assess whether the resulting uniform state is unsta-
ble to phase separation [39, 40]. The optimal m∗ is
m∗ = ±

√
(χn(x, t)− a)/2b if n(x, t) > a/χ and 0 other-

wise. This solution indicates a second-order phase tran-
sition between an epigenetically disordered (m2 = 0) and
ordered (m2 > 0) phase at the critical line which is shown
as a dotted line in Fig. 1.

Pluggingm∗ into Eq. (1) we obtain the minimised f∗ =
f(m∗, n), which we need to further minimise with respect
to n, subject to the constraint that

∫
V
n(x) dx/V = n0.

This can be done via the common tangent construc-
tion [28, 39, 40], by finding points in phase space where
pressure P = f? − n∂f?/∂n and chemical potential
µ = ∂f?/∂n of the two phases are equal, while having a

Figure 1. Phase Diagram at the Nuclear Scale. A
Sketch of the epigenetic and folding dynamics of magnetic
polymers. B Equilibrium phase diagram of the free energy
density (Eq. (1)). The three equilibrium phases are: (UD)
uniform (n = n0) and epigenetically disordered (m2 = 0);
(UO) uniform (n = n0) and epigenetically ordered (m2 > 0)
and (DO) demixed and epigenetically ordered (n = n+,
m2 > 0 and n = n−,m2 = 0). The dotted line marks the
critical value of the coupling χc(n0) = a/n0, the solid lines
identify the boundaries of the coexistence region (binodals)
and the dashed lines identify the spinodal region. Insets re-
port representative snapshots from BD simulations performed
at monomer density ρ and self-affinity ε (see SI and Ref. [17]
for details). The value of the parameters used for the snap-
shots are: UD = (ρσ3 = 0.5, ε/kBT = 0.7); UO = (ρσ3 = 0.8,
ε/kBT = 1); DO = (ρσ3 = 0.1, ε/kBT = 0.9). See also Supp.
Movies M1-M2 and BD M1-M3.

lower free energy than the mixed/uniform phase. Graph-
ically, these conditions can be solved by finding the points
(n−, f

∗(n−)) and (n+, f
∗(n+)) at which the tangents to

f? have the same slope µ and the same intercept P [41].
By repeating this procedure for different χ one finds the
so-called “binodals”, n−(χ) and n+(χ), which are plotted
as thick lines in Fig. 1. Binodal lines delimit the region of
phase separation but contain regions in which the mixed
state is metastable. The “spinodal” region of linear in-
stability, where the system spontaneously demixes into
low (n−) and high density (n+) phases, is that where
∂2f?/∂n2 < 0 yielding a/χ < n0 < (χ2 − 4bc)/(12bd)
shown in Fig. 1 as dashed lines.

This construction allows us to discover three possible
equilibrium phases for our theory: (i) for χ < χc(n0) =
a/n0 the system is in a uniform (n = n0) and disordered
(m = 0) phase (UD); (ii) at χ = a/n we find a second
order phase transition to a uniform state (n(x, t) = n0)
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with ordered epigenetic field (m2 > 0) (UO); (iii) for
χ > χc(n+) or χ > χc(n−), we observe a phase separated
state that we call demixed ordered (DO).

In a biological context, our theory suggests that certain
perturbations can trigger nuclear macroscopic phase sep-
aration driven by epigenetics. This is achieved either by
moving the system into the spinodal region or by over-
coming the metastability of the UO phase outside this
region. Whilst the compactification of large genomic re-
gions (e.g., the inactive X chromosome [17, 42]) is in line
with this result, the uncontrolled spreading of a single
epigenetic mark to the whole nucleus is never observed
biologically. A possible reason, which we explore in more
detail later on, is that the epigenetic read-write dynamics
is inherently out of equilibrium.
Equilibrium Kinetics – The kinetics of epigenomic

reorganisation may be tracked in live cells [37] and it
could be used as a generic indicator of cell health or to
infer the functional implications of intra-nuclear phase
separation. It is therefore important to characterise such
kinetics within our theory. To this end we now consider
the time-Dependent Landau-Ginzburg equations derived
from Eq. (1). These are obtained considering the steep-
est descent to the free energy minimum for the mag-
netisation field, ∂tm ∼ −δH/δm, and a diffusive dy-
namics of the conserved density, ∂tn ∼ ∇2δH/δn, with
H =

∫
dx
[
f + κn(∇n)2 + κm(∇m)2

]
[28]. These “Model

C” [28] equations can be explicitly written as

ṁ = Γm
(
2χmn− 2am− 4bm3 + κm∇2m

)
ṅ = Γn∇2

(
2cn+ 3dn2 − χm2 − κn∇2n

)
. (2)

We numerically evolve these coupled equations on a
100× 100 grid initialising the system in a UD state with
some small fluctuations in both magnetisation and den-
sity. From here, a quench Q:χ → χ′ is performed and
the evolution towards a new stable state monitored.

Interestingly, the quench into the UO state (Q1 in
Fig. 2) follows a different scaling with respect to all the
others. In Q1 the density field remains uniform while the
epigenetic domains form bicontinuous spanning clusters
evolving into one percolating domain (see Movie M1).
The scaling of the typical domain size grows as L(t) ∼ tα
where α = 0.46 is compatible with the coarsening of a
non-conserved field such as the magnetisation in the Ising
model [43]. In all other quenches there is reorganisa-
tion of both epigenetic and density fields and our theory
yields a slower growth with α ' 0.25 − 0.3. The lower
end is interpreted as a transient behaviour which would
eventually lead to the 1/3 exponent expected in density-
conserving Model B kinetics [43] (see Movie M2). It
would be interesting to follow the growth of epigenomic
domains in live cells, e.g. in oncogene-triggered senes-
cence [38, 44] or during nuclear inversion [37] to compare
against the predictions of this model.

Clustering and condensates of proteins, which may be

Figure 2. Dynamics and Reorganisation of Epige-
nomic Domains. A Snapshots following the quench Q1

from Uniform Disordered (UD) to Uniform Ordered (UO)
(χ = 0 → χ = 1 at n0 = 2). B Snapshots following the
quench Q2 from Uniform Disordered (UD) to Demixed Or-
dered (DO) (χ = 0→ χ = 3.5 at n0 = 0.5). Top rows in A-B
show the evolution of Eq. (2) on a 100 × 100 grid. Bottom
rows show the evolution through BD simulations (UD→UO,
ρσ3 = 0.8, ε/kBT = 1; UD→DO, ρσ3 = 0.1, ε/kBT = 0.9).
Ref. [17] gives more details on the BD simulations. C Scal-
ing of the mean epigenetic domain (units of lattice size dl)
computed as the average size of clusters of connected lattice
sites with magnetisation |m| > 1 for Q1,2, and |m| > 2 for
Q3 (χ = 0 → χ = 6 at n0 = 1). See also Supp. Movies M1-
M2 and BD M1-M3. The choice of the threshold for |m|
is purely for aesthetics and does not change the scaling. The
other parameters are set to κm = κn = 5 and Γm = Γm = 0.1.

due to liquid-liquid or polymer-polymer phase separa-
tion [14], and displaying a coherent epigenetic mark on
the locally recruited chromatin [2, 6, 27] are commonly
observed in the nucleus (e.g. Polycomb bodies [45],
transcription factories [31] and transcriptional conden-
sates [32, 46]). Their coarsening is arrested and does not
proceed indefinitely as predicted by Eqs. (2); for this rea-
son, we now aim to improve our model and account for
non-equilibrium processes.
Non-equilibrium Model – Models implementing non-

equilibrium reactions have been developed for, e.g., the
formation and maintenance of centrosomes [47, 48], stress
granules [49], nucleoli [50] and the organisation of chro-
matin [51] and chromosomes [52–55], and some of these
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Figure 3. Nonequilibrium Chromatin Switching Creates Microphase Separated Epigenomic Domains. A The
switching rates are set so that any part of the genome can become inactive (at rate σi), but an inactive region must reactivate
when neutral (at rate σa). This choice sets up a current in epigenetic states that breaks detailed balance and time-reversal
symmetry. B Snapshot from a BD simulation of a melt of polymers with switching rate κs = 10−4τ−1

B (τB is the diffusion time
of a monomer [17]), monomer density ρ = 0.8σ−3 and ε/kBTL = 0.9. The arrows denote a possible loop arising in steady state
in BD simulations. C Time-dependent snapshots obtained evolving Eqs. (3) with Γm = Γn = 0.1, km = kn = 5, χ = 6, n0 = 1,
σa = σi = 0.1. D Steady state configurations obtained with same parameters except for the switching rates, which are given
in the figure. E Log-log plot of mean epigenetic domain size as a function of time and for different switching rates. The inset
shows (again in log-log) the dependence of the average size in steady state against σ = σa = σi. See also movies M3-M9.

predict the arrest of large-scale phase separation of nu-
clear and cytosol components [47, 51]. Typical pro-
cesses involved are post-translational modification of nu-
cleosomes and proteins [56, 57], ATP-dependent chro-
matin remodelling [58], disaggregases [59] and transcrip-
tion [50, 51, 60]. Some of them can affect the local chro-
matin state and its accessibility to proteins [58] and un-
der certain conditions, they may destabilise or hinder the
deposition of histones with a given epigenetic mark [60].

We propose to implement these effects using a generic
“epigenetic switch” that can dynamically convert the den-
sity field n between a “magnetisable” chromatin state
that can be epigenetically marked (na), and an “inert”
state that cannot be modified (ni). This switch may be
viewed as a generic and simplified way to account for
ATP-dependent remodelling: inert states are segments
of the genome that are refractive to epigenetic modifica-
tions (because inaccessible or poor in nucleosomes) while
magnetisable ones can receive epigenetic marks. This
simple first-order reaction (Fig. 3A) can also effectively
describe a situation in which a genomic site is dynami-
cally associated with a protein that can either strongly
(na) or weakly (ni) bind another genomic site with the
same mark. The dynamical equations with epigenetic
switching are

ṁ = Γm
(
2χmna − 2am− 4bm3 + κm∇2m

)
ṅa = Γn∇2

(
g(na)− χm2 − κn∇2na

)
+ σani − σina

ṅi = Γn∇2
(
g(ni)− κn∇2ni

)
− σani + σina (3)

where g(x) = 2cx+3dx2 and the parameters σa/i describe
the rates at which chromatin is activated/inactivated (in
general σi 6= σa). Note that we now require the sum of

the two density fields to be conserved [61]. We numer-
ically evolve Eqs. (3) on a 100 × 100 grid starting from
the UD phase (other parameters are given in Fig. 3).

The rates are set so that any region of the system with
m 6= 0 can become inert; yet, because the field ni decou-
ples from m, the return to a magnetisable state occurs
through a neutral (m = 0) state. This sets up a current
in epigenetic states which breaks detailed balance and
time-reversal symmetry (Figs. 3A,B), similarly to what
occurs in theories for scalar active matter [62]. The cur-
rent is more clearly visible in our BD simulations, when
following the evolution of a chromatin bead with a given
epigenetic mark (Fig. 3B, inset).

The non-equilibrium switching terms in Eqs. (3) yield
an arrested phase separation with multiple epigenomic
domains in steady state, or microphase separation, as in
the majority of cell types [21]. We note there is compara-
tively much less density variations with respect to equilib-
rium (Figs. 3B,C). For large σa/i, chromatin droplets of
the same magnetisation form “super-beads” which come
together forming branched aggregates (Fig. 3D), as this
configuration minimises interfaces in the fields m and ni
(see Movies M6-M9). The domain size in steady state is
controlled by the switching rate, and we find it approxi-
mately decays as σ−1/4 (Fig. 3E).

Large-scale BD simulations of magnetic polymer melts
in which beads switch between a inert and magnetis-
able states at rate κs confirm that chromatin switching
can yield microphase separation of epigenomic domains
(Fig. 3B and Ref. [17]). Besides switching, other ingre-
dients may be at play, such as effective emulsification
by RNA [51], RNA-binding gel-forming proteins [63, 64]
epigenetic bookmarking [20], and differential underlying
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transcriptional activity [65]. We note that copolymers
made by heterochromatin and euchromatin would also
generically microphase separate [24, 25, 66, 67] in equi-
librium – yet the epigenetic marks and the emerging do-
mains would be static, unlike those found here. Finally,
we note that a range of mechanisms can lead to the arrest
of domain coarsening in generic field theories [68–70] and
pinpointing the biophysical principles at play in the cell
nucleus is a current major challenge.

Conclusions – In summary, we have proposed a
Landau-Ginzburg theory to describe the coupling be-
tween the dynamics of epigenetic states and that of the
genome within the cell nucleus. By combining dynami-
cal mean field theory and BD simulations, we find that
this theory leads to a growth of competing epigenetic do-
mains, in agreement with the well-known spreading of
certain histone modifications [26]. Our theory predicts
several dynamical exponents that can be tested experi-
mentally by triggering epigenomic reorganisations.

In equilibrium, one dominant epigenetic domain even-
tually takes over the whole nucleus. This is in stark con-
trast with experiments, where multiple stable domains
coexist. We found that a generic nonequilibrium “epi-
genetic switch” between modifiable and refractory chro-
matin states (or first-order biochemical reaction) can ar-
rest the unlimited spreading of epigenetic marks and sta-
bilise a microphase separated state with coexisting epige-
nomic domains. It would be of interest to complement or
refine our models with more specific non-equilibrium pro-
cesses such as RNA production [50, 51], phosphorylation
or ATP-controlled switching of protein conformations or
interactions [54, 58, 63, 64]. We hope that our predictions
will be tested in vivo and in vitro by controlling the rates
of post-translational modification of certain protein com-
plexes that are known to bind and/or remodel chromatin.
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